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**Постановка задачи**

Цель работы

Приобретение практических навыков диагностики работы программного обеспечения.

Задание

При выполнении лабораторных работ по курсу ОС необходимо продемонстрировать ключевые

системные вызовы, которые в них используются и то, что их использование соответствует

варианту ЛР.

По итогам выполнения всех лабораторных работ отчет по данной ЛР должен содержать краткую

сводку по исследованию написанных программ.

**Код программы**

**tests.cpp**

#include <gtest/gtest.h>

#include "parent.hpp"

#include <sstream>

#include <vector>

#include <numeric>

#include <filesystem>

namespace fs = std::filesystem;

void TestParent(const std::string& input, const std::string& expectedOutput, const std::string& pathToChild) {

std::stringstream inFile(input);

std::stringstream outFile;

if (fs::exists(pathToChild)) {

ParentProcess(pathToChild.c\_str(), inFile, outFile);

std::string result = outFile.str();

EXPECT\_EQ(result, expectedOutput);

} else {

std::cerr << "Путь к дочернему процессу не существует: " << pathToChild << std::endl;

FAIL() << "Путь к дочернему процессу не существует";

}

}

const std::string PATH\_TO\_CHILD = getenv("WAY\_TO\_FILE");

TEST(ParentTest, CorrectCalculation) {

std::string input = "100 2 5\nexit\n";

std::string expected\_output = "Результат: 10\n";

TestParent(input, expected\_output, PATH\_TO\_CHILD);

}

TEST(ParentTest, DivisionByZero) {

std::string input = "10 0 5\nexit\n";

std::string expected\_output = "Деление на ноль\n";

TestParent(input, expected\_output, PATH\_TO\_CHILD);

}

int main(int argc, char \*\*argv) {

::testing::InitGoogleTest(&argc, argv);

return RUN\_ALL\_TESTS();

}

**child.hpp**

#ifndef CHILD\_HPP

#define CHILD\_HPP

int calculation(int a, int b, int c);

#endif // CHILD\_HPP

parent.hpp

#pragma once

#include <iostream>

#include "utils.hpp"

void ParentProcess(const char \* pathToChild, std::istream & streamIn, std::ostream & streamOut);

utils.hpp

#pragma once

#include <cstddef>

#include <sys/mman.h>

#include <fcntl.h>

#include <unistd.h>

#include <semaphore.h>

void\* CreateFileMapping(const char\* name, size\_t size);

void CloseFileMapping(const char\* name, void\* addr, size\_t size);

pid\_t CreateChild();

void Exec(const char \* pathToChild);

struct SharedData {

sem\_t sem\_parent;

sem\_t sem\_child;

char fileName[256];

float number;

float result;

bool ready;

};

**child.cpp**

#include "child.hpp"

#include "utils.hpp"

#include <iostream>

#include <string>

#include <sstream>

#include <stdexcept>

#include <semaphore.h>

#include <fcntl.h>

#include <cstring>

int calculation(int num1, int num2, int num3) {

if (num2 == 0 || num3 == 0) throw std::runtime\_error("Деление на ноль");

return num1 / num2 / num3;

}

int main() {

constexpr auto shm\_name = "/shared\_memory";

constexpr size\_t shm\_size = 1024;

char\* shared\_data = static\_cast<char\*>(CreateFileMapping(shm\_name, shm\_size));

if (shared\_data == MAP\_FAILED) {

perror("Child: Ошибка подключения к общей памяти");

exit(EXIT\_FAILURE);

}

sem\_t\* sem\_child = sem\_open("/sem\_child", 0);

sem\_t\* sem\_parent = sem\_open("/sem\_parent", 0);

if (sem\_child == SEM\_FAILED || sem\_parent == SEM\_FAILED) {

perror("Child: Ошибка открытия семафоров");

CloseFileMapping(shm\_name, shared\_data, shm\_size);

exit(EXIT\_FAILURE);

}

while (true) {

sem\_wait(sem\_child);

std::string input(shared\_data);

if (input == "exit") {

sem\_post(sem\_parent);

break;

}

std::stringstream ss(input);

int num1, num2, num3;

std::string result;

if (ss >> num1 >> num2 >> num3) {

try {

int res = calculation(num1, num2, num3);

result = "Результат: " + std::to\_string(res);

} catch (const std::exception& e) {

result = e.what();

}

} else {

result = "Некорректный ввод";

}

strncpy(shared\_data, result.c\_str(), shm\_size);

sem\_post(sem\_parent);

}

CloseFileMapping(shm\_name, shared\_data, shm\_size);

sem\_close(sem\_child);

sem\_close(sem\_parent);

return 0;

}

**parent.cpp**

#include "parent.hpp"

#include "utils.hpp"

#include <iostream>

#include <string>

#include <unistd.h>

#include <sys/wait.h>

#include <cstring>

#include <semaphore.h>

#include <fcntl.h>

void ParentProcess(const char\* pathToChild, std::istream& streamIn, std::ostream& streamOut) {

constexpr auto shm\_name = "/shared\_memory";

constexpr size\_t shm\_size = 1024;

char\* shared\_data = static\_cast<char\*>(CreateFileMapping(shm\_name, shm\_size));

if (shared\_data == MAP\_FAILED) {

perror("Parent: Ошибка создания общей памяти");

exit(EXIT\_FAILURE);

}

sem\_t\* sem\_child = sem\_open("/sem\_child", O\_CREAT, 0666, 0);

sem\_t\* sem\_parent = sem\_open("/sem\_parent", O\_CREAT, 0666, 0);

if (sem\_child == SEM\_FAILED || sem\_parent == SEM\_FAILED) {

perror("Parent: Ошибка создания семафоров");

CloseFileMapping(shm\_name, shared\_data, shm\_size);

exit(EXIT\_FAILURE);

}

pid\_t pid = fork();

if (pid == -1) {

perror("Parent: Ошибка fork");

CloseFileMapping(shm\_name, shared\_data, shm\_size);

sem\_close(sem\_child);

sem\_close(sem\_parent);

sem\_unlink("/sem\_child");

sem\_unlink("/sem\_parent");

exit(EXIT\_FAILURE);

} else if (pid == 0) {

execl(pathToChild, pathToChild, nullptr);

perror("Child: Ошибка exec");

exit(EXIT\_FAILURE);

} else {

std::string line;

while (true) {

std::cout << "Введите строку с тремя числами (или 'exit' для выхода):\n";

std::getline(streamIn, line);

strncpy(shared\_data, line.c\_str(), shm\_size);

sem\_post(sem\_child);

if (line == "exit") break;

sem\_wait(sem\_parent);

streamOut << shared\_data << std::endl;

}

waitpid(pid, nullptr, 0);

CloseFileMapping(shm\_name, shared\_data, shm\_size);

sem\_close(sem\_child);

sem\_close(sem\_parent);

sem\_unlink("/sem\_child");

sem\_unlink("/sem\_parent");

}

}

utils.cpp

#include <utils.hpp>

#include <sstream>

#include <sys/wait.h>

#include <iostream>

#include <string>

#include <cstdlib>

#include <unistd.h>

#include <sys/mman.h>

#include <sys/stat.h>

#include <fcntl.h>

void\* CreateFileMapping(const char\* name, size\_t size){

int fd = shm\_open(name, O\_CREAT | O\_RDWR, 0666);

ftruncate(fd, size);

void\* addr = mmap(0, size, PROT\_READ | PROT\_WRITE, MAP\_SHARED, fd, 0);

close(fd);

return addr;

}

void CloseFileMapping(const char\* name, void\* addr, size\_t size){

munmap(addr, size);

shm\_unlink(name);

}

pid\_t CreateChild(){

if (pid\_t pid = fork(); pid >= 0){

return pid;

}

std::perror("Дочерний процесс не создан");

exit(EXIT\_FAILURE);

}

void Exec(const char \* pathToChild){

if (execl(pathToChild, pathToChild, nullptr) == -1){

perror("Не исполняется exec");

exit(EXIT\_FAILURE);

}

}

**main.cpp**

#include "parent.hpp"

#include <iostream>

#include <cstdlib>

int main(void) {

const char\* pathToChild = getenv("WAY\_TO\_FILE");

if (pathToChild == nullptr) {

std::cerr << "Переменная WAY\_TO\_FILE не существует" << std::endl;

exit(EXIT\_FAILURE);

}

ParentProcess(pathToChild, std::cin, std::cout);

exit(EXIT\_SUCCESS);

}

**CMakeLists.txt**

cmake\_minimum\_required(VERSION 3.28)

project(lab1)

set(CMAKE\_CXX\_STANDARD 17)

# Подключение GoogleTest

include(FetchContent)

FetchContent\_Declare(

googletest

GIT\_REPOSITORY https://github.com/google/googletest.git

GIT\_TAG v1.15.2

TLS\_VERIFY false

)

set(gtest\_force\_shared\_crt ON CACHE BOOL "" FORCE)

FetchContent\_MakeAvailable(googletest)

# Исполняемый файл для родительского процесса

add\_executable(lab1 main.cpp src/parent.cpp src/utils.cpp)

target\_include\_directories(lab1 PRIVATE include)

# Исполняемый файл для дочернего процесса

add\_executable(child src/child.cpp src/utils.cpp)

target\_include\_directories(child PRIVATE include)

# Настройка тестов

enable\_testing()

add\_executable(tests tests/tests.cpp src/parent.cpp src/utils.cpp)

target\_include\_directories(tests PRIVATE include)

target\_link\_libraries(tests PRIVATE GTest::gtest\_main pthread)

# Настройка GoogleTest для автоматического обнаружения тестов

include(GoogleTest)

gtest\_discover\_tests(tests)

**Пример работы**

**root@8b1843988f9e:/usr/lab-3/build# strace ./lab1**

**execve("./lab1", ["./lab1"], 0xffffcf230c80 /\* 11 vars \*/) = 0**

**brk(NULL) = 0xaaab1371c000**

**mmap(NULL, 8192, PROT\_READ|PROT\_WRITE, MAP\_PRIVATE|MAP\_ANONYMOUS, -1, 0) = 0xffff9fee6000**

**faccessat(AT\_FDCWD, "/etc/ld.so.preload", R\_OK) = -1 ENOENT (No such file or directory)**

**openat(AT\_FDCWD, "/etc/ld.so.cache", O\_RDONLY|O\_CLOEXEC) = 3**

**fstat(3, {st\_mode=S\_IFREG|0644, st\_size=10519, ...}) = 0**

**mmap(NULL, 10519, PROT\_READ, MAP\_PRIVATE, 3, 0) = 0xffff9fee3000**

**close(3) = 0**

**openat(AT\_FDCWD, "/lib/aarch64-linux-gnu/libstdc++.so.6", O\_RDONLY|O\_CLOEXEC) = 3**

**read(3, "\177ELF\2\1\1\3\0\0\0\0\0\0\0\0\3\0\267\0\1\0\0\0\0\0\0\0\0\0\0\0"..., 832) = 832**

**fstat(3, {st\_mode=S\_IFREG|0644, st\_size=2633224, ...}) = 0**

**mmap(NULL, 2714760, PROT\_NONE, MAP\_PRIVATE|MAP\_ANONYMOUS|MAP\_DENYWRITE, -1, 0) = 0xffff9fc00000**

**mmap(0xffff9fc00000, 2649224, PROT\_READ|PROT\_EXEC, MAP\_PRIVATE|MAP\_FIXED|MAP\_DENYWRITE, 3, 0) = 0xffff9fc00000**

**munmap(0xffff9fe87000, 64648) = 0**

**mprotect(0xffff9fe6d000, 32768, PROT\_NONE) = 0**

**mmap(0xffff9fe75000, 57344, PROT\_READ|PROT\_WRITE, MAP\_PRIVATE|MAP\_FIXED|MAP\_DENYWRITE, 3, 0x275000) = 0xffff9fe75000**

**mmap(0xffff9fe83000, 15496, PROT\_READ|PROT\_WRITE, MAP\_PRIVATE|MAP\_FIXED|MAP\_ANONYMOUS, -1, 0) = 0xffff9fe83000**

**close(3) = 0**

**openat(AT\_FDCWD, "/lib/aarch64-linux-gnu/libgcc\_s.so.1", O\_RDONLY|O\_CLOEXEC) = 3**

**read(3, "\177ELF\2\1\1\0\0\0\0\0\0\0\0\0\3\0\267\0\1\0\0\0\0\0\0\0\0\0\0\0"..., 832) = 832**

**fstat(3, {st\_mode=S\_IFREG|0644, st\_size=133696, ...}) = 0**

**mmap(NULL, 263104, PROT\_NONE, MAP\_PRIVATE|MAP\_ANONYMOUS|MAP\_DENYWRITE, -1, 0) = 0xffff9fbbf000**

**mmap(0xffff9fbc0000, 197568, PROT\_READ|PROT\_EXEC, MAP\_PRIVATE|MAP\_FIXED|MAP\_DENYWRITE, 3, 0) = 0xffff9fbc0000**

**munmap(0xffff9fbbf000, 4096) = 0**

**munmap(0xffff9fbf1000, 58304) = 0**

**mprotect(0xffff9fbdf000, 65536, PROT\_NONE) = 0**

**mmap(0xffff9fbef000, 8192, PROT\_READ|PROT\_WRITE, MAP\_PRIVATE|MAP\_FIXED|MAP\_DENYWRITE, 3, 0x1f000) = 0xffff9fbef000**

**close(3) = 0**

**openat(AT\_FDCWD, "/lib/aarch64-linux-gnu/libc.so.6", O\_RDONLY|O\_CLOEXEC) = 3**

**read(3, "\177ELF\2\1\1\3\0\0\0\0\0\0\0\0\3\0\267\0\1\0\0\0\360\206\2\0\0\0\0\0"..., 832) = 832**

**fstat(3, {st\_mode=S\_IFREG|0755, st\_size=1722920, ...}) = 0**

**mmap(NULL, 1892240, PROT\_NONE, MAP\_PRIVATE|MAP\_ANONYMOUS|MAP\_DENYWRITE, -1, 0) = 0xffff9f9f2000**

**mmap(0xffff9fa00000, 1826704, PROT\_READ|PROT\_EXEC, MAP\_PRIVATE|MAP\_FIXED|MAP\_DENYWRITE, 3, 0) = 0xffff9fa00000**

**munmap(0xffff9f9f2000, 57344) = 0**

**munmap(0xffff9fbbe000, 8080) = 0**

**mprotect(0xffff9fb9a000, 77824, PROT\_NONE) = 0**

**mmap(0xffff9fbad000, 20480, PROT\_READ|PROT\_WRITE, MAP\_PRIVATE|MAP\_FIXED|MAP\_DENYWRITE, 3, 0x19d000) = 0xffff9fbad000**

**mmap(0xffff9fbb2000, 49040, PROT\_READ|PROT\_WRITE, MAP\_PRIVATE|MAP\_FIXED|MAP\_ANONYMOUS, -1, 0) = 0xffff9fbb2000**

**close(3) = 0**

**openat(AT\_FDCWD, "/lib/aarch64-linux-gnu/libm.so.6", O\_RDONLY|O\_CLOEXEC) = 3**

**read(3, "\177ELF\2\1\1\0\0\0\0\0\0\0\0\0\3\0\267\0\1\0\0\0\0\0\0\0\0\0\0\0"..., 832) = 832**

**fstat(3, {st\_mode=S\_IFREG|0644, st\_size=591800, ...}) = 0**

**mmap(NULL, 720920, PROT\_NONE, MAP\_PRIVATE|MAP\_ANONYMOUS|MAP\_DENYWRITE, -1, 0) = 0xffff9f94f000**

**mmap(0xffff9f950000, 655384, PROT\_READ|PROT\_EXEC, MAP\_PRIVATE|MAP\_FIXED|MAP\_DENYWRITE, 3, 0) = 0xffff9f950000**

**munmap(0xffff9f94f000, 4096) = 0**

**munmap(0xffff9f9f1000, 57368) = 0**

**mprotect(0xffff9f9d5000, 106496, PROT\_NONE) = 0**

**mmap(0xffff9f9ef000, 8192, PROT\_READ|PROT\_WRITE, MAP\_PRIVATE|MAP\_FIXED|MAP\_DENYWRITE, 3, 0x8f000) = 0xffff9f9ef000**

**close(3) = 0**

**mmap(NULL, 8192, PROT\_READ|PROT\_WRITE, MAP\_PRIVATE|MAP\_ANONYMOUS, -1, 0) = 0xffff9fee1000**

**set\_tid\_address(0xffff9fee1bd0) = 5117**

**set\_robust\_list(0xffff9fee1be0, 24) = 0**

**rseq(0xffff9fee2220, 0x20, 0, 0xd428bc00) = 0**

**mprotect(0xffff9fbad000, 12288, PROT\_READ) = 0**

**mprotect(0xffff9f9ef000, 4096, PROT\_READ) = 0**

**mprotect(0xffff9fbef000, 4096, PROT\_READ) = 0**

**mmap(NULL, 8192, PROT\_READ|PROT\_WRITE, MAP\_PRIVATE|MAP\_ANONYMOUS, -1, 0) = 0xffff9fedf000**

**mprotect(0xffff9fe75000, 45056, PROT\_READ) = 0**

**mprotect(0xaaaad385f000, 4096, PROT\_READ) = 0**

**mprotect(0xffff9feeb000, 8192, PROT\_READ) = 0**

**prlimit64(0, RLIMIT\_STACK, NULL, {rlim\_cur=8192\*1024, rlim\_max=RLIM64\_INFINITY}) = 0**

**munmap(0xffff9fee3000, 10519) = 0**

**futex(0xffff9fe837ec, FUTEX\_WAKE\_PRIVATE, 2147483647) = 0**

**getrandom("\xaa\x6c\x7b\x16\x7e\xe9\xab\x83", 8, GRND\_NONBLOCK) = 8**

**brk(NULL) = 0xaaab1371c000**

**brk(0xaaab1373d000) = 0xaaab1373d000**

**openat(AT\_FDCWD, "/dev/shm/shared\_memory", O\_RDWR|O\_CREAT|O\_NOFOLLOW|O\_CLOEXEC, 0666) = 3**

**ftruncate(3, 1024) = 0**

**mmap(NULL, 1024, PROT\_READ|PROT\_WRITE, MAP\_SHARED, 3, 0) = 0xffff9fee5000**

**close(3) = 0**

**openat(AT\_FDCWD, "/dev/shm/sem.sem\_child", O\_RDWR|O\_NOFOLLOW|O\_CLOEXEC) = 3**

**fstat(3, {st\_mode=S\_IFREG|0644, st\_size=32, ...}) = 0**

**mmap(NULL, 32, PROT\_READ|PROT\_WRITE, MAP\_SHARED, 3, 0) = 0xffff9fee4000**

**close(3) = 0**

**openat(AT\_FDCWD, "/dev/shm/sem.sem\_parent", O\_RDWR|O\_NOFOLLOW|O\_CLOEXEC) = 3**

**fstat(3, {st\_mode=S\_IFREG|0644, st\_size=32, ...}) = 0**

**mmap(NULL, 32, PROT\_READ|PROT\_WRITE, MAP\_SHARED, 3, 0) = 0xffff9fee3000**

**close(3) = 0**

**clone(child\_stack=NULL, flags=CLONE\_CHILD\_CLEARTID|CLONE\_CHILD\_SETTID|SIGCHLD, child\_tidptr=0xffff9fee1bd0) = 5118**

**fstat(1, {st\_mode=S\_IFCHR|0620, st\_rdev=makedev(0x88, 0), ...}) = 0**

**write(1, "\320\222\320\262\320\265\320\264\320\270\321\202\320\265 \321\201\321\202\321\200\320\276\320\272\321\203 \321\201 \321"..., 94Введите строку с тремя числами (или 'exit' для выхода):**

**) = 94**

**fstat(0, {st\_mode=S\_IFCHR|0620, st\_rdev=makedev(0x88, 0), ...}) = 0**

**read(0, 100 10 1**

**"100 10 1\n", 1024) = 9**

**futex(0xffff9fee4000, FUTEX\_WAKE, 1) = 1**

**write(1, "\320\240\320\265\320\267\321\203\320\273\321\214\321\202\320\260\321\202: 10\n", 23Результат: 10**

**) = 23**

**write(1, "\320\222\320\262\320\265\320\264\320\270\321\202\320\265 \321\201\321\202\321\200\320\276\320\272\321\203 \321\201 \321"..., 94Введите строку с тремя числами (или 'exit' для выхода):**

**) = 94**

**read(0, 200 2 2**

**"200 2 2\n", 1024) = 8**

**futex(0xffff9fee4000, FUTEX\_WAKE, 1) = 1**

**write(1, "\320\240\320\265\320\267\321\203\320\273\321\214\321\202\320\260\321\202: 50\n", 23Результат: 50**

**) = 23**

**write(1, "\320\222\320\262\320\265\320\264\320\270\321\202\320\265 \321\201\321\202\321\200\320\276\320\272\321\203 \321\201 \321"..., 94Введите строку с тремя числами (или 'exit' для выхода):**

**) = 94**

**read(0, ^Cstrace: Process 5117 detached**

**<detached ...>**

**root@8b1843988f9e:/usr/lab-3/build#**

**Вывод**

В ходе выполнения лабораторной работе я научился работать с разделяемой памятью и работать с дочерними процессами, а также закрепил и улучшил свои знания c++.